[image: image1.png]“The basic aim of study of digital image processing is o process the image (in digital form) for—

1. improvement of image for human interpretation and
2. processing of image data for storage, presentation and transmission of image by machin.

1.1 _DEFINITION OF IMAGE AND DIGITAL IMAGE PROCESSING

Before studying digital image processing, first of all we should be cleared about image.

“An image may be defined asa two dimensional functionf (x, ), where x and y are spatial (plane)
co-ordinates. The amplitude of # atany pair of co-ordinate (x,y)is called the intensity ‘or’ gray level
of the image at that point”.

When (x, ) and amplitude values of f areall fnite, discrete quantities, we call the imagea digital
image.

Now we should define digital image processing,. Digital image processing may be defined asa
1. “Discipline in which botlsinput and outpiut ofa process are image”.
and

2. “Process of extracting attributes from images (up o the level till we are able 1o recogaize the individual
object)”.

12 EXAMPLES OF DIGITAL IMAGE PROCESSING

For human being, the meaning of an image is to see an image by eyes. But unlike humans, whoare
limited to the visual band of electromagnetic (EM) spectrum, imaging covers almost the entire EM
spectrum ranging from gamma to radio waves. Examples are ultrasound, X-Rays, electron
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[image: image2.png]microscopy, computer generated images etc. Thus we conclude that digital image processing hasa
widearea of study. That’s why here we willstudy some practical examples of digital image processing.

Sotostudy systematically, firstofall we should know about electromagnetic spectrum of radiations.
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Fig. 1.1 Electromagnetic spectrun.

Now we can study the practical examples of each part of EM spectrum.

1. Gamma Rays : Gamma rays are basically used in nuclear medicine and astronomical obser-
vations. In nuclear medicine, patient isotope that emits gamma
raysas it decays. Now these emissions are collected by gamma ray detector thus an image s
producea.

2. Xeray Imaging : The uses of X-tays are very well-known in medical diagnostics. But they are
also used in industries and astronomy.

Basic method of taking X-rays images can be explained as follows :
(@) Ina vacuum tube, we have a cathode and anode. Cathode is heated that causes the emis-
sion of electrons. Now these electrons hit the anode and causes the emission of X-rays.
(&) Number of X-rays can be controlled by current applied to cathode and energy of X-rays
canbe controlled by positive voltage applied to anode. According to energy of X-rays,
rays will pentrate in the body of patient.
(9 When X-rays passes through the body of patient, intensity of X-rays is varied and the
resulting energy falling on the film develops image by same method as photographic film.

3. Ultraviolet Rays : The area of application of ultraviolet rays includes lithography, micros-
copy,lasers, biological imaging, astronomical observation ctc.

Ultraviolet rays is not visible, but when a photon of ultraviolet radiations collides with an
electron inan atom of luorescent material, it elevates the electron to a higher energy level and
when electron returns back to real energy level, it emits visible light (radiations).

4. Visible and Infrared Rays : The infrared band is used along with visible band. The area of
application of this combination includes light microscopy, remote sensing, industry etc.





[image: image3.png]Herein the given table, we will get some interesting use of visible band.

Table 11 Bands and Application

Band No. Nae Wavelength (sn) | Characteristics and Usés
T Visible Blue 045-052 | Maximum water penetration
2. Visible Green 052060 | Good for measuring plant vigor
3 Visible Red 063-069 | Vegetation discrimination
i Near Infrared 076 -090 | Biomass and shoreline mapping
5. Middle Infrared 155-175 | Moisture content of soil and vegetation
6 Thermal Infrared | 104 - 125 | Soil moisture and thermal mapping
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The well-known area of application of microwave rays is ‘Radar’. By radar

imaging, we can collect data over any region at any time regardless of weather ‘or’ ambient
lighting conditions.
. Radio Waves : Asat the one end we use gamma for medicine and astronomy, radio waves are
also used marjorly in medical and astronomy. The most well-known application of radio
waves in medical field is Magnetic resonance imaging (MRI).
In this technique (MRI), we place a patient in a powerful magnet and passes radio waves
through body of patient in the form of short pulses. Each pulse causes a responding pulses of
radio waves to be emitted by the patient’s tissues. The location from which these signals
originated and their strength are determined by a computer.
‘Thus we have concluded all the major applications of image processing.





[image: image4.png]1.3 FUNDAMENTAL STEPS IN DIGITAL IMAGE PROCESSING

Tillnow, itshould be clear that the area of digital image processing is very broad. Tostudy the digital
image processing, the whole process has been divided into some fundamental steps as shown in
Figure12.

Output of these processes are generally images
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Fig. 1.2 Fundamental steps in digital image processing.
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Now let us define the each step one by one.

1. Image Acquisition: Thisis the first step of digital image processing, Definitely first step of digital
image processing should be sensing of an image. So in an image acquisition, image s sensed by
“ilumination’ from source and ‘reflction’ or ‘observation’ from sensors. It will also involves prepro-
cessing, suchas scaling. Example of image acquisition isto take an image by  camera.

2. Image Enhancement : After taking an image, it is some time required to highlight certain
features of image. So image enhancementis simply to highlight certain features of image.





[image: image5.png]Example of image enhancement is simply to increase the contrast of image so that it looks
better.
Image Restoration : Restoration means to restore an image that is not looking good due to
some distortion (Noise). Thus, we can say that restoration also involves the process so that
image looks better just like image enhancement. But image enhancement s a subjective pro-
cess that s based on human perception only. Here we see that image appearance s increasing
butswe don’t bother about “why’ and “how'?
On the other hand, image restoration s objective process. It is based on mathematical and
‘probabilistic models of image degradation. Here we analysis ‘why’ and after getting the reason
of image degradation, we remove that by developing some methods (after using some math-
ematical analysis).
. Color Image Processing: Color image processing deals with modeling and pocessing of color
images.
. Wavelets and Multiresolution Processing: Wavelets are the foundation for representing im-
ages in various degree of resolution.
. Compression : Compression is a technique that is used for reducing the storage space for
saving an image and reducing the bandwidth required for transmission of image.
Morphological Processing: It basically deals with tools for extracting image components that
are useful for representation and description of shape. Definitely the outputs of this process
areimageattributes.
Segmentation :Segmentation is the process in which image is converted into small segments
s that we can extract the more accurate image attributes.If the segments are properly autono-
‘mous (two segments of an image should not have any identical information) then representa-
tionand description of image will be accurate and if weare taking rugged segmentation, the
result will not beaccurate.
. Representation and Description : Representation involves the steps that extracts the at-
tributes thatare useful for processing through computer. It can be—
@ Boundary representation that causes shaping of corners and inflections. Italsé separates
oneimage from another.
(8) Regional representation that is basically focused on internal properties of image suchas
texture, contrast etc.




[image: image6.png]Description is also called feature selection. As name implies it deals with extracting the at-

tributes that results in some quantitive information of interest. It can also be used for differen-
tiating one class of objects from other.

10. Recognition :Recognition isa process that assignsa label to an object based onits descriptors.

11. Knowledge Base : Knowledge base can be defined as software that may help to user proper

image enhancement, restoration or” compression technique. It may help user in segmentation
ofanimage.

Itis only the base that helps to synchronize all the processes to each other.

1.4 COMPONENTS OF AN IMAGE PROCESSING SYSTEM

Although the components of an image processing system differs according to different types of
images, for example; satellite images and X-ray images cannot be processed by same type of image
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processingsystem. But to have a knowledge about the minimum requirement of an image processing
system, we can study the block diagram given below of a general purpose image processing system.
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Fig. 1.3 Components of digital image processing system.

Now westudy each part one by one::

1

2. Image Processing Hardwa

3

Tmage Sensor : First basic requirement is image sensor. It has basically two parts :
(@) Aphysical device that will sense the energy radiated by the object we wish toimage.
() A second device that s called digitizer that will convert the output of physical device
into digital form.

< Image processing hardware is here used just before the intelli-
gent device (generally a super computer) because it will perform the specialized process on
image but with high speed. For example, it may take average of different samples of an image
for reduction of noise.

Intelligent Processing Machine (Computen) : It basically may be  general purpose PC or’ a
supercomputer according to task to be performed. The basic use of this device is that it will
perform all digital image processing task off line. Off line means once, we have taken image,
e can apply different enhancement techniques (and other processes also).




[image: image8.png]4. Image Processing Software : Image processing softwares are specially designed programming
‘modules that perform specific asks. Some software also provides the facility that a user can
also write programming codes for some purposes.

5. Storing Device: Storing devices are used for storing of an image for different purposes. On the
basis of tasks, the storing device can be of three types :

(@) Short-term storage for use during process.
(®) On-linestorage for relatively fast recall.
(©) Storage for frequentuse.
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Display Device: Display device s generally a color monitor.
Image Recording (Hard Copy): It may be only one of leser printers, inkjet units, CD-Roms etc.

Networking : By networking, onesystem user can also process the system at another place. For
image, we require high bandwidth so optical fiber and broadband technologies are better
options.





[image: image9.png]Sonow we will study about human eyes that cover

1. Physical limitations of human vision.

Fig. 1.4 Human eyes (cross section view).

Soletusstart with Fig, 1.4 that shows the horizontal cross section of human eye. The eye s nearly
asphere with an average diameter of approximately 20 mm. Three membranes encloses the eyes.
(@) Comeaand Sclera that are the outer covers of eyes.
(®) Choroid that has further two parts called ciliary body and iris diaphragm.
(@) Retina that has two classes of receptors called cones and rods.

Besides, these three types of membranes eyes also have one lens. Now we will study them in
detail.




[image: image10.png]First membrane that is also the outer cover of eyes includes cornea and sclera, The corea is a

tough, transparent tissue that covers the whole surface of eyes. At optic globe (lens), the sclera
provide thesaety to theeye.

Second membraneis just below than cormea and sclera. The basic purpose of this membrane s to
provide nutrition to the eye. It contains a network of blood vessels. Italso provides the protection to
the eye by reducing theamount of extreme light o the eyes and back scatter with in lens. As we know
that choroid is divided into two parts called ciliary body and theris diaphragm, here the work of iris
s very interesting, As we may see i figure 1.4 the central opening of iris varies in diameter from 2to
8 mm approximately. This variation is according to the amount of light entering the eyes. The front
end ofiris contains visible pigment of eyes and back of iris contains the black pigment of eyes.

“Third and innermost membrane is called retina, when eyes is properly focused, light from an
object outside the eyes is imaged on retina. For image formation these are light receptors on the
surface of retina. As discussed, there are two types of receplors called cones and rodes. The cones in
eacheye number between 6 and 7 million. They are located at the central portion of eyes (also called
fovea). Cones are very much sensitive lo color. Cones can resolve fine details because each cone s
connected to its own nerve. Cone vision is called photopic ‘or” bright-light vision. The number of
rodsis much larger approximately 75to 150 millions are distributed over the retina surface. But the
rods are unable to solve the fine details because all rods are connected to a single nerve. Rods
generally provide a general overall view of image. Itshould be cleared that rods are not sensitive for
color vision and are very much sensitive to low illumination.

Figure 1.5 shows the density of rods and cones v/ degrees for visual axis (center of fovea) see the
cross section of eyes, we have a blind spot, where we don't have cones ‘or’ rods. By the figure 15 it
should be cleared that cones are most dense in the center of retina and rods increase in density from

center out to approximately 20° off axis and then decrease in density out of extreme periphery of
retina.
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Fig. 1.5 Density of cones and rods.

Now we come to the final part of interest that is lens. The lens is made up of concentric layers of
fibrous cells. It contains 60 to 70% water, about 6% fat and more protein than any other tissue in eyes.

8 Digital Image Processing

The lens is colored by a slightly yellow pigmentation that increases with age. The lens absorbs
approximately 8% of visible light. Note that both infrared and ultraviolet lights are absorbed signifi-
cantly by eyes. If it is in excessive amount, it can damage the eyes.




[image: image12.png]15.1 Image Formation in Eyes

The principle difference between the lens of eye and ordinary lens is that eyes lens is flexible. The
shape of the lens is controlled by ciliary body. To focus on distant objects, ciliary body muscles
allows the lens tobe relatively flattened. Similarly if object is very near, then these muscles allow the
Tens tobe thicker.
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Fig. 1.6 image formation in eyes.

‘The distance between the center of lens and the retina is called focal length. This length varies
from 17 mm to 14 mm according to refractive power of lens. When object is away them about 3 mm,
thenlens has it lower refractive power. If the objectis nearer then 3 mm, lens has its higher refractive
index. By very small mathematical calculation, we can easily calculate the retinal height of image of
objectas for example:

10
100 17
Then h=255mm.

16 IMAGE ACQUISITION

‘Theimages are generated by combination of an “illumination” source and the reflection ‘or’ absorption of
energy from that source by the elements of the “scene” being imaged. llumination may be originated by a
radar, infrared energy source and X-ray energy source, ultrasound energy source, computer generated
illumination patter tc.

Tossense the image, we use sensor according to the nature of illumination. The process of image
senseis called image acquisiti





